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ABSTRACT
With the current advancements in mobile and sensing technologies
used to collect real-time data in offline stores, retailers and whole-
salers have attempted to develop recommender systems to enhance
sales and customer experience. However, existing studies on recom-
mender systems have primarily focused on e-commerce platforms
and other online services. They did not consider the unique features
of indoor shopping in real stores such as the physical environments
and objects, which significantly affect the movement and purchase
behaviors of customers, thereby representing the “spatiotempo-
ral contexts” that are critical to identifying recommendable items.
In this study, we propose a gamification approach wherein a real
store is emulated in a pixel world and a recurrent convolutional
network is trained to learn the spatiotemporal representation of
offline shopping. The superiority and advantages of our method
over existing sequential recommender systems are demonstrated
through a real-world application in a hypermarket. We believe that
our work can significantly contribute to promoting the practice of
providing recommendations in offline stores and services.
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1 INTRODUCTION
Recommender systems are one of the most popular and successful
applications of data science. By learning the purchase records, a rec-
ommender system can support customers in searching for diverse
items based on their various needs and implicit preferences [14, 41].
Numerous studies have applied traditional and modern data science
techniques to develop real-world recommender systems that can
learn customer needs and preferences for movies, books, and other
items listed in e-commerce services [34, 39]. Owing to the flexibility
of online environments that interact with customers in real-time,
online services can immediately recognize the context of a cus-
tomer’s needs and promptly offer personalized recommendations
[15]. It has been demonstrated that these advanced systems signif-
icantly improve customer experience and engagement in online
services, thereby increasing profits [26, 41]. However, this is rare
in “offline” actual stores (i.e., retail and wholesale stores). Although
some related studies have investigated the simple application of
traditional collaborative filtering techniques to identify recommen-
dations for retail customers [27, 31], to the best of our knowledge,
no study has demonstrated the successful use of advanced data sci-
ence to interactively identify recommendable items for customers
in real-world offline stores.

Unlike the simplified "online environment" of e-commerce web-
sites and mobile applications, a recommender system for offline
stores must consider the “offline environment,” wherein customers
are required to make physical movements that are constrained
to the dynamics of offline shopping.1 Thus, indoor shopping in
real stores involves the following three unique features that pose
challenges to the collection and learning of data. First, traces of
a focal customer in an offline store form a unique item purchase
sequence and route. Although two customers may purchase the
same sequence of items, they typically use different routes. Second,
customers interact with a store environment dynamically and in
1Customers in offline stores must make unavoidable movements and are constantly
and sequentially exposed to the items that are not included in their original purchase
plans during the movement. The physical constraints cause delays in accessing recom-
mended items, and constantly expose customers to other items during their movements
through the stores. These delays and exposure represent the "contexts" crucial for
recommending specific items to customers when they are moving to access the target
items. Therefore, in offline stores, the items near to the customer’s current location
can be considered for identifying potential recommendations.
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Original contribution

• We originally define the problem of (1) physical-environment-
aware and (2) real-time sequential recommendations in offline 
stores as the problem of training a recurrent convolutional 
network (RCN) with a reinforcement learning (RL) framework

• We originally implement the training of RCN with RL through 
a novel gamification-based approach that reduces an offline 
store into a dot-graphic-style retro game environment and 
involves a pretrained user model on the customers’ preference 
and decision making on recommended items

• (3) The gamified learning environment can simulate specific 
operational controls in training the recommender system

• We show a real-world application for a hypermarket 

Motivation
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• Unique contexts of offline 
shopping include (1) physical 
environment and objects (2) 
that involve the real-time 
sequential interactions with 
customers and (3) require the 
operational control of store

Beneficiaries, Values, and Implications

• Customers who need interactive 
recommendation in offline stores

• Retailers and wholesalers that operate 
offline store services

• Online metaverse stores mimicking the 
real-world environments

• Information technology firms that offer 
location-based services in the stores

• Data scientists who are interested in the 
significant real-world problems of 
learning and optimization in stores, 
malls, homes, hotels, urban roads, 
theme parks, and other services with 
virtualizable physical environments

• Our work will contribute significantly to advance 
spatiotemporal-aware interactive recommendations in the 
stores with a physical environment, as well as to advance 
data science with a gamified learning environment 

Figure 1: Overview and contribution of this work

real-time. For example, they pass by display shelves in a store envi-
ronment while avoiding or creating crowded areas. Third, offline
stores require operational control (e.g., control on congestion and
item prices) depending on the time, item availability, and other
factors of sales and operations. This operational control affects cus-
tomer behavior, and offline stores have specific intentions to control
indoor customers. Therefore, an offline store recommender system
must be able to accommodate the contexts of (1) spatiotemporal
patterns of customers and objects in physical environments, (2)
real-time sequential interactions of customers constrained by the
dynamics of offline shopping, and (3) operational control of sales
from the perspective of retailers or wholesalers. However, existing
studies on recommender systems have not fully considered these
unique contexts of offline shopping.

Advancements in sensing technologies have enabled the collec-
tion of customer and physical environment data of offline stores.
This includes the use of smart devices, such as indoor sensing
systems [4] and smart shopping carts [28, 29], that interact with
customers in the stores to enhance their shopping experience. Ac-
cordingly, interactive recommender systems mounted on smart de-
vices are expected to improve the shopping experience of customers
and enhance sales in offline stores [29]. However, the development
of interactive recommender systems stores remains challenging
because such smart devices are available only at a few stores.

Therefore, the challenge arises of developing an interactive rec-
ommender system that is device-free but can learn the spatiotem-
poral representations of indoor shopping in real stores, considering
the aforementioned contexts from (1) to (3). For this purpose, we
propose a gamification approach in which a recommender system
is trained in a virtual environment to learn the spatiotemporal rep-
resentation of offline shopping. The working of our gamification
approach is as follows:

• First, it converts an offline store to a virtual environment (a
dot-graphic-style retro game environment similar to Atari)

by creating a 2D pixel image that emulates the floor plan of
stores. This virtual environment is denoted as a pixel world.
• Second, a virtual customer that simulates the customer shop-
ping process in an actual store is introduced, which is called
the user model. It consists of two functions: navigation and
decision-making. The navigation function is implemented
by the 𝐴∗-algorithm [13] and the decision-making function
by a multi-layer perceptron (MLP).
• Third, a recommendation model is implemented based on
a recurrent convolutional neural network (RCN) [2, 8] that
represents the spatiotemporal nature of the customers’ shop-
ping. The spatial information is represented using 2D pixel
images and the temporal information is constructed by over-
lapping these images. Each image is input into a convolution
neural network (CNN) [19] and encoded as the latent context.
Gated recurrent units (GRUs) [6] then sequentially decode
the latent context into the recommendable items.
• Fourth, an interaction between the user and recommendation
model was modeled to identify customer preferences and the
dynamics of offline shopping. The derivation of interactive
training is analogous to the form of REINFORCE algorithm
[36]; therefore, the recommendation model can control the
customers’ shopping behaviors regarding sales operations,
and can implement and test any operational scenario.

This is an original study to develop an interactive recommender
system that fully considers the spatiotemporal nature of indoor
shopping (see Figure 1). Its primary academic and technical con-
tribution is to connect modern machine learning techniques with
emerging systems and collectable data in the retail and wholesale
industries (see Section 2). Specifically, we defined the development
of a spatiotemporal-aware recommender system for offline stores
as a problem of interactive RCN learning and successfully solved it
through a novel gamification-based approach (see Sections 3 and
4). The proposed approach was validated through a comparative
experiment with existing methods (see Sections 5 and 6).
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2 BACKGROUND
The development of a recommender system that suggests suitable
content based on a user’s taste has attracted considerable attention
from both industries and academia. However, studies on recom-
mender systems have been mostly limited to online setups, and
their extensions to offline setups have rarely been addressed. In
this section, we briefly discuss the characteristics of recommender
systems in offline stores, and introduce previous studies related to
the key concepts of our work.

2.1 Recommender systems for offline stores
A critical factor in increasing customer satisfaction and store sales
is to recommend items suitable for customers who are navigating
around the store. Most of the previous studies used online logged
data to develop recommender systems for an offline setup, ignor-
ing the peculiarities of shopping in offline stores [31]. Although
Dlugolinsky et al. [7] proposed a recommender system for brick-
and-mortar retail stores without online logged data, it was limited
to small retailers, where one-on-one communications with clerks
are possible. In relation to this work, the indoor shopping support
systems [3] have emerged as the breakthrough for the recommen-
dations in an offline setup. These systems interact with customers
in real-time based on portable devices such as smart shopping carts
[28]. Meanwhile, a recommender system that suggests a product
by analyzing product images taken through a mobile application or
real-time video transmitted through AR devices has been proposed
as well [1, 33]. These studies show that recommendations in offline
stores should occur in real-time while shopping, and there is a
need to suggest an item of interest based on the spatiotemporal
information of customers currently navigating in stores.

2.2 Spatiotemporal-aware recommendations
As real-time and location-based services flourish, it becomes crucial
to develop an interactive recommender system that considers the
spatiotemporal context associated with user locations. For exam-
ple, studies on the next point-of-interest recommendations have
attempted to extract spatiotemporal features and exploit them to
develop a recommender system [21, 23, 37, 38]. Most of these stud-
ies focused on addressing temporal information; therefore, most
of them primarily used recurrent neural networks (RNNs), such as
long short-term memory and GRUs. Other related studies include
taxi route recommendation using CNNs and deep reinforcement
learning [17], transportation recommendations based on graph
convolution and self-attention [22], and spatiotemporal-aware app
recommendations through a probabilistic framework [12].

2.3 Gamification of learning
Although there have been various attempts to introduce spatiotem-
poral awareness in a recommender system [23, 38], to the best
of our knowledge, limited studies have investigated offline store
recommendations. Moreover, in such studies, the recommendation
itself is not derived as a result of learning, but rather depends on a
smart device. For example, a recommender system is trained using
point-of-sale data (POS data) and is mounted on a smart device pro-
vided in the store. Given that POS data only represent the purchase

history of customers, the spatiotemporal aspect of the recommen-
dation is fully dependent on the telecommunication technology of
the smart device and not the learning of the recommender system.

In contrast, our study uses a learning-based approach by lever-
aging the concept of gamification. Specifically, we created an image
that emulates the environment of a real offline store. The spatial
information of an offline store was expressed in pixels, that is, the
offline store was represented in a dot-graphic-style retro game
environment like Atari (See Figure 2). Additionally, a user model
that simulates the shopping behavior of customers in a store was
introduced into the game environment. The user model identifies
the change in customer location with a sequence of consecutive
images, after which the temporal information is constructed by
overlapping multiple images according to time, which is analogous
to the structure of a video frame (see Figures 2 and 3). Finally, the
recommender system is regarded as an agent that interacts with the
game environment. Thus, the recommender system can be trained
to suggest an item based on spatiotemporal information discovered
from the "in-game" situation. For a better understanding of the
concept of our gamification approach for learning, please refer to
[24, 40].

3 METHOD
This section describes our proposed approach to provide recom-
mendations in offline stores and presents the technical details of
the specific modules.

3.1 Emulator
The essence of our study is that a recommender system must con-
sider the spatiotemporal nature of offline shopping. Because shop-
ping trajectories of customers are determined by changes in physi-
cal locations over time, it seems natural to train the recommender
system using their shopping trajectory data. However, real shopping
trajectories cannot be obtained owing to two challenges. First, we
must install as many sensors as shelves in an offline store to collect
reliable trajectories. However, installing new sensors has consider-
able costs. Second, we must identify which items are selected by
customers and at which locations. Given that a recommendation
occurs at the item level, the spatiotemporal information captured by
sensors must be combined with item information, which is available
only through the use of a smart shopping cart that communicates
with the sensors in real-time. However, only a few stores use smart-
shopping carts. To overcome these practical challenges, we propose
building an emulator, that is, a virtual environment that imitates a
real offline store, and use it to train the recommender system. The
emulator consists of the following three components:
• Pixel world: A virtual environment that imitates the physi-
cal environment of a real offline store, such as the types of
shelves, absolute positions of items, and relative distances
between them.
• Item sequence: A sequence of items generated by the trav-
elling salesman problem (TSP) solver implemented using
Google’s OR-tools [9]. When a POS dataset is available, the
TSP solver can align the items such that the total pixel dis-
tances between items in the pixel world are minimized. This
represents the shopping trajectories of customers.
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Figure 2: Details of emulator and recommender system. (a) Illustration of a pixel-world that imitates the floor plan of offline
stores. The colors and coordinates represent the type of shelves and locations of items. (b) Creation of item sequence and video
stream that connect the entrance and exit using the shortest path. (c) The proposed framework of a recommender system for
offline stores consisting of two stages: offline and online learning.

• User model: A virtual user that simulates the shopping behav-
ior of a customer inside the store. This component consists
of two functions: navigation and decision-making. The user
model moves to the adjacent pixel based on the A∗-algorithm,
and when it discovers an item that it planned to purchase or
faces a recommended item, it decides whether to accept or
reject it.

When the emulator is used as the training environment for a rec-
ommender system, the system is regarded as an agent that interacts
with the three components described above and learns to iden-
tify an item while considering the spatiotemporal nature of offline
stores. Further details of the learning mechanisms are provided in
the following sections.

3.2 Item sequence
Considering that x(𝑖) = {𝑥1, 𝑥2, ..., 𝑥𝑃 } is a set of total 𝑃 items pur-
chased by customer 𝑖 , it can be transformed into an item sequence
x(𝑖)1:𝑇 = [𝑥1, 𝑥2, ..., 𝑥𝑇 ] by aligning the items in an order such that the
distance between items in the pixel world is minimized. 𝑥𝑡 is the
𝑡-th item represented as the token, and𝑇 is a fixed sequence length
based on customer 𝑗 who purchased the maximum number of items.
Therefore, x(𝑖)1:𝑇 always satisfies 𝑃 ≤ 𝑇 for any 𝑖 ≠ 𝑗 , whereas a part
of the sequence corresponding to 𝑇 − 𝑃 is filled with < pad >

tokens. As described in the previous section, the alignment of items
is executed by a TSP solver, which marks the location of items in
the pixel world and connects them with the shortest path from
the entrance (In) to the exit (Out), as illustrated in Figure 2(b). The
generated item sequence suggests an efficient shopping trajectory
for customers.

3.3 Video stream data format
Because the purpose of our study is to develop a spatiotemporal-
aware recommender system for offline stores, a data format that can
contain both spatial and temporal information is required. Thus,
the item sequence x1:𝑇 is represented by a stream of frames. Each
𝑡th frame 𝑣𝑡 ∈ R𝐻×𝑊 ×𝐷 is an image, where 𝐻 ,𝑊 , and 𝐷 denote
the height, width, and depth of the image, respectively. 𝑣𝑡 illustrates
a partial shopping trajectory by marking consecutive pixels that
connect the locations of 𝑥𝑡−1 and 𝑥𝑡 using the shortest path (see
Figure 2(b)). Hence, 𝑣𝑡 can be considered as a function that maps
𝑥𝑡−1 to 𝑥𝑡 , and v1:𝑇 = [𝑣1, 𝑣2, ..., 𝑣𝑇 ] indicates the video stream that
describes a shopping trajectory of length 𝑇 (see Figure 3), in which
spatiotemporal information is expressed by changes in pixel values.

3.4 User model
The user model consists of two functions (navigation and decision
making) and simulates the customer shopping experience in an
actual store. The navigation function enables pixel-wise movement
based on the A∗algorithm:

𝜏𝑡 ∼ A∗ (𝑥𝑡 , 𝑥𝑡−1) ,

where 𝑥𝑡 is a random item located some pixels away from 𝑥𝑡−1, and
𝜏𝑡 is the shortest trajectory connecting 𝑥𝑡 and 𝑥𝑡−1. In our gamifi-
cation setting, 𝑥𝑡 can be given as the recommended item. It means
that 𝜏𝑡 is stochastic according to 𝑥𝑡 , so is the pixel distribution of
𝑣𝑡 :

𝑣𝑡 ∼ E
𝜏𝑡∼𝐴∗

[𝑣𝑡 |𝜏𝑡 ] =
∫

𝑝 (𝜏𝑡 )𝑝 (𝑣𝑡 |𝜏𝑡 ) 𝑑𝜏𝑡

∝
∫

𝑝 (𝑥𝑡 )𝑝 (𝑣𝑡 |𝑥𝑡 ) 𝑑𝑥𝑡 . (1)
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Figure 3: The training process: (a) Offline learning for spatiotemporal-awareness. (b) Online learning for interactive training.

Meanwhile, the decision-making function is implemented based on
the multi-layer perceptron (MLP) network:

e𝑡 = Embed (𝑥𝑡 |𝜙)
e1:𝑡 = Concat (e1:𝑡−1, e𝑡 )
𝑑𝑡 = MLP (e1:𝑡 |𝜙) ,

where 𝜙 is the learnable parameter, e𝑡 ∈ R𝑑 is the 𝑑-dimensional
embedding vector of 𝑥𝑡 , and e1:𝑡 ∈ R𝑑×𝑡 is the embedding matrix
in which the embedding vectors are stacked up to 𝑥𝑡 . Thus, the
embedding matrix (referring to a stack of items) indicates the status
of the customer basket. Moreover, 𝑑𝑡 is a binary indicator that
is equal to 1 if the 𝑡-th item is concatenated right, and 0 if not.2
Right concatenation means that 𝑥𝑡 is stacked right after x1:𝑡−1,
and not elsewhere. The MLP is then trained to predict 𝑑𝑡 using
fake sequences, item sequences, and corresponding targets 𝑑𝑡 =

{0, 1}.3 A fake sequence is created by randomly shuffling the tokens
from the item sequence. The following binary cross-entropy loss is
applied to optimize the user model:

𝐽 (𝜙) =
𝑇∑︁
𝑡=1

𝑑𝑡 log𝑑𝑡 =
𝑇∑︁
𝑡=1

log 𝑝𝜙 (𝑑𝑡 |𝑥𝑡 , e1:𝑡−1) . (2)

3.5 Recommendation model
To ensure that the recommender system is aware of spatiotemporal
representations, we built a recommendation model based on RCN,
which extracts the spatial feature 𝑐 and temporal feature ℎ through
CNN and GRU, respectively:

𝑐𝑡−1 = CNN (𝑣𝑡−1 |𝜃 )
𝑜𝑡−1, ℎ𝑡−1 = GRU (𝑐𝑡−1, ℎ𝑡−2 |𝜃 )
𝑥𝑡 = Softmax (𝑜𝑡−1) ,

where 𝜃 is the learnable parameter, and 𝑜𝑡−1 is an output vector
that captures the spatiotemporal information of a partial shopping
2𝑑𝑡 indicates a decision of user model of whether to accept or reject an item given
𝑡 -th status of basket.
3TheMLP network is designed to receive a full basket with the e1:𝑇 ∈ R𝑑×𝑇 dimension.
Note that masking is applied to not consider the time step from 𝑡 + 1 to𝑇 when the
𝑡 -th item is stacked into the basket.

trajectory from 𝑥𝑡−2 to 𝑥𝑡−1. The softmax function then converts
the output vector into a probability. The following categorical cross-
entropy loss (XE-loss) is applied to optimize the recommendation
model:

𝐽 (𝜃 ) =
𝑇∑︁
𝑡=1

𝑥𝑡 log𝑥𝑡 =
𝑇∑︁
𝑡=1

log 𝑝𝜃 (𝑥𝑡 |𝑣𝑡−1, ℎ𝑡−2) , (3)

where |𝐼 | is the number of items to consider and 𝑥𝑡 ∈ R |𝐼 | is the
recommendation probability of 𝑥𝑡 . From a sampling perspective, 𝑥𝑡
can be identified such that the recommended item is𝑥𝑡 . Additionally,
we used the backpropagation-through-time (BPTT) algorithm [35]
to optimize the model at the stream (sequence) level and not at the
frame (token) level.

3.6 Interactive training
The ideal situation for a customer shopping in offline stores is that
the recommendations occur in real time based on their basket infor-
mation. The status of a basket not only represents their preference
but also the dynamic conditions of offline shopping. As explained
in Section 3.4, the decision-making function of the user model de-
pends on the basket. Therefore, the interaction between the user
and recommendation model is considered. The user model 𝑝𝜙 and
recommendation model 𝑝𝜃 can be described as path integrals,

𝑑𝑡 ∼
∫

𝑝 (𝑥1:𝑡 )𝑝𝜙 (𝑑𝑡 |𝑥1:𝑡 ) 𝑑𝑥1:𝑡 (4)

𝑥𝑡 ∼
∫

𝑝 (𝑣𝑡−1)𝑝𝜃 (𝑥𝑡 |𝑣𝑡−1) 𝑑𝑣𝑡−1 . (5)

If 𝑝𝜙 is provided to interact with 𝑝𝜃 , we can train 𝑝𝜃 such that
the recommender system is executed as in the real situation. The
interaction between 𝑝𝜙 and 𝑝𝜃 is then modeled as

𝐽 (𝜙, 𝜃 ) =
∫

𝑝𝜙 (𝑑𝑡 = 1|𝑥1:𝑡−1, 𝑥𝑡 ) ◦ 𝑝𝜃 (𝑥𝑡 |𝑣𝑡−1) 𝑑𝑥𝑡 ,

by integrating Equations (4) and (5) into the recursive mechanism
and marginalizing it with respect to 𝑥𝑡 .4 Note that we only consider

4A "recursive mechanism" refers to an online learning setup that utilizes predicted
values as target values.
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the case when 𝑑𝑡 = 1; thus, the recommendation model is updated
only if the user model accepts its prediction. The objective function
of interactive training is then derived as,

∇𝜃 𝐽 (𝜙, 𝜃 ) = E
𝑥𝑡∼𝑝𝜃

[𝜎 (𝑥𝑡 )∇𝜃 log𝑝𝜃 (𝑥𝑡 |𝑣𝑡−1)] (6)

where

𝜎 (𝑥𝑡 ) = 𝑝𝜙 (𝑑𝑡 = 1|𝑥1:𝑡−1, 𝑥𝑡 ) .
The recommendation model adapts to the preferences of a customer
through fine-tuning by 𝜎 (·), as reflected in the user model. Specif-
ically, 𝑝𝜃 and 𝑝𝜙 depend on the conditional and joint probability
distributions of the item sequences, respectively, and 𝜎 (·) mixes
tokens by feeding 𝑥𝑡 to 𝑝𝜃 with an agreement of 𝑝𝜙 . To implement
interactive training, we devised an algorithm called Generative To-
ken Mixing (see Appendix for details). Because the algorithm is
executed online, the length of shopping 𝑇 varies depending on the
acceptance rate of the user model. Moreover, according to Equation
(1), ∇𝜃 𝐽 (𝜙, 𝜃 ) is inversely proportional to𝐴∗. This suggests that the
recommendation model changes the behavior of the user model.
For example, by accepting a recommendation, the user model may
no longer follow the shortest path. Note that the decision-making
function of the user model was set to follow the 𝐴∗ algorithm with
80% probability and random decision with 20% probability during
interactive training.

4 SALES OPERATIONS
Customer stay time and total purchases are key factors related to
sales and operations in offline stores. Thus, a recommender system
can function as a store management tool by reducing the length of
the shopping trajectory, promoting the purchase of expensive items,
or implementing other control strategies. This section describes
how reinforcement learning (RL) can control recommender sys-
tems for such sales operations purposes. We demonstrate how our
proposed model can influence the shopping behavior of customers
related to sales operations.

The proposed recommendation model considers the spatiotem-
poral nature of offline shopping in a dynamic manner, based on
interactions with the user model. This means that recommendations
can be controlled to influence shopping behaviors of customers
from both spatial and temporal perspectives. Because RL is a frame-
work in which an agent interacts with an environment repeatedly,
gamification settings are suitable for using RL.5 As in [5, 20], we
extend Equation (6) to the REINFORCE algorithm [36], which is
the on-policy RL method,

∇𝜃 𝐽 (𝜙, 𝜃 ) = E
𝑥𝑡∼𝑝𝜃

[𝑅(𝑥𝑡 )𝜎 (𝑥𝑡 )∇𝜃 log 𝑝𝜃 (𝑥𝑡 |𝑣𝑡−1)] ,

by adding 𝑅(·), which is a reward function that returns the numeri-
cal value as a control signal. For example, a reward function can
be designed to provide higher scores with a decrease in shopping
time or an increase in the total purchase amount. In this case, the
reward is observed at the end of the shopping, while the BPTT
algorithm allows the parameters to be updated such that rewards
can be observed at every 𝑡-th step. As a result, the recommender
system learns to offer as few items (to minimize shopping time) or

5Assume that the pixel world and user model comprise an environment, and the
recommendation model is an agent.

as many items as possible (to maximize the total purchase). Thus,
we can implement and test any operational scenario based on the
proposed gamification-based approach. We conducted an analysis
with regard to the controlled recommendation, and its results are
presented in Section 6.

5 EXPERIMENT
In this section, we describe the extensive experiments performed
using the proposed approach. Our source code and datasets can be
accessed from our GitHub repository for reproduction.6

5.1 Dataset and learning environment
In this study, we used two types of data obtained from a hypermar-
ket in South Korea. The first were the logged POS data, which were
randomly collected from 2021/7/1 to 2021/12/31. The total number
of transaction logs and products was 73,014 and 32,940, respec-
tively. After sorting the logs chronologically to create trajectories,
they were divided for use in training, validation, and test in offline
learning in a 10:1:1 ratio. The maximum length of each trajectory
was set to 20 and padding was added if the number of items in the
trajectory was less than 20. To train the decision-making function
of the user model, trajectories that contained frequent purchase
itemsets were used to reproduce the general purchasing behavior
of customers.7 Thirty frequent purchase itemsets were extracted
using the FP-growth algorithm [11], with the minimum support set
to 0.001 and the number of items set to 3. It should be noted that
the user model was trained on data that were not used to train the
recommender system in an offline learning setup.

The second type of data, which include the floor plan of the
store and a plan-o-gram, were used to design a pixel world that
emulated the real hypermarket. Particularly, the floor plan was
used to recreate the store structure and placement of shelves in a
pixel world. To emulate the real store as realistically as possible,
its overall size ratio and the distances between shelves were con-
sidered. Meanwhile, information unrelated to customer purchase
behaviors, such as the location of storage and stairs, was excluded.
Consequently, the grid world consisted of 32 × 54 pixels. Using the
plan-o-gram, all products included in the POS data were mapped
to the pixels considered as shelves, and each product was set such
that it could be located in only one pixel.

5.2 Experimental setting
We performed both offline and online learning for our framework
(see (a) and (b) in Figure 3). First, the proposed model was compared
with baselines for offline evaluation. For training efficiency, pairs
of video frames and item labels were created beforehand using an
emulator and then offline learning was performed. Next, the results
of online learning were evaluated to confirm whether the recom-
mendation model could be learned through interactions with the
user model in the pixel world and controlled through reward shap-
ing. See the Appendix for details of the parameter and simulation
settings.

6https://github.com/JK-SHIN-PG/gamification-offrec
7A frequent purchase itemset is defined as a frequently observed pattern that consists
of some items.
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Model Item-brand-level relevance Item-product-level relevance
HR@1 HR@5 Prec@5 NG@5 Prec@20 NG@20 MAP@20 NG@5 NG@20 MAP@20

PoP 0.0001 0.0175 0.0035 0.0073 0.0019 0.0137 0.0025 0.0073 0.0149 0.0124
SeqPoP 0.0044 0.0312 0.0062 0.0172 0.0040 0.0308 0.0042 0.0185 0.0385 0.0322
GRU4Rec 0.0073 0.0360 0.0072 0.0209 0.0044 0.0311 0.0056 0.0773 0.1855 0.0905
Caser 0.0014 0.0051 0.0018 0.0035 0.0021 0.0090 0.0023 0.1509 0.2727 0.1775
SASRec 0.0237 0.0374 0.0076 0.0303 0.0036 0.0389 0.0067 0.4670 0.4799 0.3085
Ours 0.0296 0.0918 0.0196 0.0611 0.0107 0.0873 0.0161 0.4203 0.4660 0.5733

Table 1: Performance comparison on offline learning

Baselines.Given their different focuses, it could be unreasonable
to compare the proposed approach, which recommends items based
on spatiotemporal information, with existing sequential recommen-
dation methods, which use information on previously purchased
items. Nonetheless, to confirm the recommendation performance
and utility of our approach, we performed a comparison exper-
iment with existing methods as baselines. Considering that it is
difficult to collect behavioral data from identified users owing to
privacy concerns and that many users utilize the smart devices (e.g.,
smart shopping carts) without logging-in, our model was designed
to estimate recommendation policies for general customers in of-
fline stores. Thus, user characteristics were not considered in the
implementation of the following baselines:
• POP: All items are ranked in a descending order based on
their popularity in whole sequences in the training dataset.
• SeqPOP: Items are ranked in a descending order based on
their popularity in the sequence. The popularity of an item
is updated sequentially.
• GRU4Rec [14]: This model utilizes GRU to capture long-term
sequential behaviors for session-based recommendations.
• Caser [30]: This model employs the convolution operations
on the embedding matrix to capture sequential information.
• SASRec [18]: This model leverages the Transformer archi-
tecture to capture the semantics in item purchase sequences.

Metrics. To evaluate our model and the baselines for offline
learning, four metrics were employed: hit ratio (HR), precision
(Prec) [10], mean average precision (MAP) [32], and normalized dis-
counted cumulative gain (NG) [16]. These metrics evaluate whether
the recommended items match the item-brand-level. Additionally,
we calculated NG and MAP with modified relevance to confirm
whether the recommended items matched at the item-product level.
Note that the item-brand level identifies the specific producer of an
item (e.g., the 250milliliter chocolate milk produced by the company
A vs. company B), whereas the item-product level includes items
of a broad product category (e.g., milk vs. snack). The relevance
of each recommended item can have a maximum of four points,
and if all product categories (large, medium, and small) and item
brand match, a full score is obtained, and if a level does not match,
one point is deducted.8 The evaluation was conducted by providing
items individually in the trajectory and checking the ranks of the
following items. Note that we executed the evaluation after 𝑡 = 3;

8For example, if only the large category of recommended product is matched with the
target product, one point is awarded.

the first three steps were provided as the initial state of the rec-
ommender system, thereby informing it of users’ context, such as
the current location and route. Each experiment was repeated five
times, and the average performance was calculated.

6 ANALYSIS OF RESULTS
6.1 Offline evaluation
Table 1 presents the results of the comparative study for both the
item-brand and item-product levels. First, it indicates that the con-
sideration of sequential patterns improves the recommendation per-
formance. For example, sequential recommendation methods (Se-
qPoP, GRU4Rec, and SASRec) outperformed the popularity-based
method (PoP) for all metrics. The only exception is that Caser per-
formed worse than PoP at the item-brand level comparison. We
believe that this is because the demographic information addressed
in Caser was not available in the dataset with the privacy concerns
and technical issues in the hypermarket. Second, our model outper-
formed all baselines at the item-brand level, at which customers
actually identify a specific item and decide to purchase it. This result
suggests that our gamification-based approach, which represents
the spatiotemporal nature of indoor shopping, works more effec-
tively than the models that consider only a sequential pattern of
purchases. Meanwhile, it is noteworthy that SASRec outperformed
our model at the item-product level for NG@5 and NG@20. This
suggests that SASRec may focus on product-level patterns, while
our model captures brand-level patterns by exploiting the infor-
mation when items of different brands are displayed in different
locations.

6.2 Online evaluation
This section demonstrates how a recommendation model influences
a user model through interactive training and reward shaping. With
the goal of reducing in-store congestion and increasing profits, the
following reward function was designed to provide higher scores
for lower shopping times or higher purchase amounts,

𝑅(x̂1:𝑇 ) = (1 − 𝜆) log TPRscale (x̂1:𝑇 ) − 𝜆 log LOSscale (x̂1:𝑇 ) ,
where 𝜆 is the control parameter, and TPR and LOS are the total
price of (accepted) recommended items and length of shopping,
respectively.We can change the degree of control according to 𝜆. For
training stability, the min-max scaler and logarithm are applied to
TPR and LOS. As a result, we observed that an itemwas successfully
recommended in a way that partially changes the behavior of the
user model.
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Figure 4 shows the changes in TPR and LOS during interactive
training. It describes that the value of TPR (LOS) was successfully
controlled to increase (decrease) when 𝜆 = 0 (𝜆 = 1). Interestingly,
the control effect over TPR was more significant if we set 𝜆 = 0.5.
This implies that (1) the shopping time can be easily controlled
because it is directly related to the spatiotemporal representations,
(2) and the total purchase amount gets more controllable when the
variance of shopping trajectories increases by control over shopping
time. In this case, in order to increase TPR, the recommendation
model suggests as many expensive items as possible.

Figure 4: Changes in TPR and LOS according to 𝜆

Table 2 reports the result of offline and online evaluation on
the synthetic purchase plans. The synthetic purchase plans were
obtained by sampling 100 frequent purchase itemsets at random
(see Evaluation setting in Appendix A.1). We compared the perfor-
mance of different recommendation models with respect to four
metrics. Acceptance rate is the ratio of accepted recommendation,
LOS is the number of pixels passed by user model, TPR marks user’s
total purchase in dollars, and log p indicates the diversity of recom-
mendation.9 The result shows that the LOS control works for the
synthetic purchase plans as expected and reproduces that TPR is
maximized at 𝜆 = 0.5.

𝜆
Metric

Acceptance Rate (%) LOS TPR ($) logP
Offline - 3.650 153.13 19.50 -24.64

Online

1.0 2.288 124.11 6.14 -0.003
0.75 2.288 124.11 6.14 -0.006
0.5 3.215 157.78 95.97 -15.59
0.25 2.033 137.96 29.16 -29.81
0.0 2.083 126.38 31.46 -28.45

Table 2: The result of controlled recommendation

9The smaller log p, the more diverse recommendation.

7 DISCUSSION
In this study, we developed a novel approach for item recommenda-
tion in offline stores, which captures spatiotemporal contexts and
considers sales operations, by using the RCN model and reinforce-
ment learning under gamification. Our approach can be employed
in offline stores where the location of customers can be traced in
real time; this approach can be used even when the identification
of customers is not possible. However, several limitations and is-
sues need to be addressed for future research and applications. For
example, we projected a three-dimensional real world onto a two-
dimensional pixel world and placed each item in one pixel. As a
result, multiple items were placed on one pixel, so our approach
could not distinguish the spatial contexts between these items. Con-
sidering that heterogeneous spatial contexts between items might
lead to improved recommendations, we will deal with this limita-
tion in our future work. In addition, reinforcement-learning-based
recommender systems generally have scalability issues due to the
large action space. In our case, the number of unique items was not
as large as that in public datasets collected from e-commerce web-
sites10, so we did not have to address the scalability issue seriously.
However, to develop a recommender system for large offline stores
where numerous items are displayed, the training efficiency and
performance of our approach may need to be improved.

Meanwhile, in the real world, retailers change their sales opera-
tions frequently for various reasons, such as the changes in macro-
economic, managerial, and social conditions. However, we did not
discuss whether our approach is adaptable to such a changing situ-
ation. In many cases, recommender systems are merely retrained
when the sales operations change. However, this is inefficient be-
cause the model can forget all the existing trained information
during the retraining process. In our future work, we will deal with
this problem in a continuous learning manner without retraining
the model to adjust to the changes in sales operations. Moreover,
other practical challenges need to be addressed as well, such as
the personalization of recommendations and the development of
a streamlined emulator. The result of our work is based on a pre-
trained user model. The user model represents the taste of general
customers, but an essence of recommendation is personalization.
Therefore, extending our gamification approach to address the
personalization issue would be an interesting topic. Additionally,
implementing a streamlined engine that emulates the real world
must be addressed in future research and application of our work.
In consideration of the human efforts required to create a game
environment, the development of an emulator that analyzes an
input (e.g., a floor plan) and automatically returns an environment
(e.g., a pixel world) will be increasingly important in the future.

8 CONCLUDING REMARKS
To the best of our knowledge, this study is the first to solve the
unique data science problem of developing an interactive recom-
mender system specifically designed for offline stores. An experiment
using the real-world dataset collected from a South Korean hyper-
market clearly demonstrated the superiority and advantages of the
proposed approach compared with existing methods. Furthermore,

10For example, the number of unique items in Retailrocket and Tmall datasets is about
200K and 2M, respectively.
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this study will create a real-world impact as the proposed approach
will be used in a hypermarket chain in South Korea. Finally, our
work can promote the use of data science in gamified learning
environments, such as learning and controlling the patterns of
people and objects in virtualized physical environments. As a re-
sult, we believe that our work will significantly contribute to many
location-based services [3, 25] for offline stores, shopping malls,
event venues, theme parks, production yards, and other physical
environments that can be transformed into virtual environments.
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A APPENDIX
This section provides further information on the experimental set-
tings of this study. In addition, Figures 5 and 6 illustrate the con-
vergence and the result of online learning by 𝜆, respectively.

A.1 Implementation Details
Parameter setting. All models, including the baselines, were

optimized using the Adam optimizer by setting the batch size to
1024. The learning rate was set to 0.001 and 0.0005 for offline and
online learning, respectively. For the CNN of our model, the sizes of
the padding, stride, and kernel were set to 1, 1, and 2, respectively.
For our model and GRU4Rec, the number of hidden states and
layers of the GRU were set to 256 and 2, respectively. For Caser, the
Markov order was set to 3. The embedding size of the MLP in the
user model was 32. Other hyperparameters were tuned according
to the references of original studies.111213

Simulation setting. In each episode for training, the user model
was initialized to be located in a pixel corresponding to the entrance
of the store, and three items sampled from frequent itemsets were
regarded as the planned purchase items of the user model. For
stable training, 10 episodes were conducted per epoch, and the
recommendation model was updated by the average value from the
result of the episodes. The training was iterated for 500 epochs.

Evaluation setting. For evaluation, 100 itemsets were con-
structed by sampling three items without duplication from 21
unique items extracted in frequent itemsets.14 For each episode, one
of 100 itemsets was considered to be planned as purchase items of
the user model. After 100 episodes, we reported the average value
of each metric.

A.2 Algorithm for interactive training
The goal of interactive training is to induce the recommender sys-
tem to learn user preferences and adjust recommendation policies
accordingly. To achieve this, three components must be prepared: a
pre-trained recommendation model 𝑝𝜃 , a pre-trained user decision
model 𝑝𝜙 , and customers’ planned purchase x1:𝑇 = [𝑥1, 𝑥2, ..., 𝑥𝑇 ].
Conceptually, 𝑝𝜙 is designed to capture user preferences, but it is
trained to learn the joint probability distribution of items, that is,
𝑝𝜙 (𝑑𝑡 |𝑥1:𝑡−1, 𝑥𝑡 ) ≃ 𝑝𝜙 (𝑥1, ..., 𝑥𝑡−1, 𝑥𝑡 ). Because 𝑝𝜃 learns the con-
ditional probability distribution of the items, that is, 𝑝𝜃 (𝑥𝑡 |𝑣𝑡−1) ≃
𝑝𝜃 (𝑥𝑡 |𝑥1, ..., 𝑥𝑡−1), it is mathematically evident that 𝑝𝜃 (𝑥𝑡 |𝑥1, ..., 𝑥𝑡−1)
is always greater than or equal to 𝑝𝜙 (𝑥1, ..., 𝑥𝑡−1, 𝑥𝑡 ).15

However, in an online setup wherein the recommendation model
interacts with the user model in real time, 𝑝𝜃 (𝑥𝑡 |𝑥1, ..., 𝑥𝑡−1) often
decreases to a degree less than 𝑝𝜙 (𝑥1, ..., 𝑥𝑡−1, 𝑥𝑡 ) because of the
user’s unexpected behavior. Specifically, because the data used in
online learning are different from those used in offline learning, the
user model may visit shelves that were not considered in offline
learning. The recommendation model then faces a pixel distribution
that is never observed during pretraining and recommends unlikely
11https://github.com/graytowne/caser_pytorch
12https://github.com/hungthanhpham94/GRU4REC-pytorch
13https://github.com/kang205/SASRec
14The number of combinations is 21𝐶3 = 1, 330
15Consider𝑝 (𝑥1, 𝑥2, 𝑥3) = 𝑝 (𝑥1)𝑝 (𝑥2 |𝑥1)𝑝 (𝑥3 |𝑥1, 𝑥2) . Since𝑝 (𝑥1) and𝑝 (𝑥2 |𝑥1) ∈
[0, 1], 𝑝 (𝑥3 |𝑥1, 𝑥2) is always greater than or equal to 𝑝 (𝑥1, 𝑥2, 𝑥3) .

items. If we use all unlikely items for interactive training, the recom-
mendation policy is corrected toward an undesirable distribution.
However, if we exclude all unlikely items, the recommendation
model will rarely be updated via interactive training.

Thus, we devised a method that uses only the recommended
items that are considered acceptable by the user model. The pro-
posed method is presented in Algorithm 1. Because the user model
acts as a filter that mixes a sequence of planned items by inserting
recommended items (i.e., recommended tokens), we refer to this
Generative Token Mixing (GTM). Using this, interactive training can
be achieved with maximal desirability and the recommendation
policy can be fine-tuned to adapt to user preferences.

Algorithm 1 Generative Token Mixing (GTM)

Input: a set of items x, an emulator 𝐸 (·), pre-trained recommen-
dation model 𝑝𝜃 , pre-trained user model 𝑝𝜙 and A*-algorithm
𝐴∗ (·), learning rate 𝛼 , the number of planned items 𝑇 , basket
size 𝛿 , the number of epochs 𝑁

1: 𝑇 = 3, x1:𝑇 = 𝐸 (x) ⊲ Section 3.2
2: // x1:𝑇 = [𝑥1, ..., 𝑥𝑇 ]; items planned to purchase.
3: 𝐾 = 0, 𝛿 = 20
4: for 𝑡 = 2, . . . ,𝑇 + 𝐾 do
5: 𝑣𝑡−1 = 𝐸 (𝐴∗ (𝑥𝑡−1, 𝑥𝑡−2)) ⊲ Section 3.3 and Equation (1)
6: 𝑥𝑡 = 𝑝𝜃 (·|𝑣𝑡−1)
7: 𝑥1:𝑡 = Concat(𝑥1:𝑡−1, 𝑥𝑡 )
8: 𝑑𝑡 = 𝑝𝜙 (·|𝑥1:𝑡 )
9: if 𝑑𝑡 == 1 then
10: 𝑥𝑡+1:𝑇+1 ← 𝑥𝑡 :𝑇 ⊲ Push a sequence forward
11: 𝑥𝑡 ← 𝑥𝑡 ⊲ Insert a recommended item in a sequence
12: 𝐾 = 𝐾 + 1
13: // Obtain new longer sequence x1:𝑇+𝐾 with𝐾 insertions,
14: // mixing tokens filtered by 𝑝𝜙 into a sequence of 𝑝𝜃 .
15: // 𝐾 increases as 𝑝𝜃 adapts to 𝑝𝜙 .
16: else
17: if 𝑡 == 𝑇 + 𝐾 then
18: break;
19: end if
20: end if
21: end for
22: 𝐽 (𝜃, 𝐾) def= ∑𝑇+𝐾

𝑡=1 log𝑝𝜃 (𝑥𝑡 |𝑣𝑡−1, ℎ𝑡−2) ⊲ Equation (3)
23: ∇𝜃 𝐽 (𝜙, 𝜃 ) ← ∇𝜃 𝐽 (𝜃, 𝐾) ⊲ Instead of Equation (6)
24: 𝜃 ← 𝜃 − 𝛼 (−∇𝜃 𝐽 (𝜙, 𝜃 ))
25: // Repeat lines from 4 to 28 for 𝑁 epochs.

A.3 Acknowledgements
Here we acknowledge the research grants used for this work16.

16This work was supported by the Industrial Technology Innovation Program
(20009841, ADevelopment on the IntegratedManagement System of Small andMedium
Retail Stores for Service Productivity Innovation) funded by the Ministry of Trade,
Industry & Energy (MOTIE, Korea). This research was supported by the Basic Science
Research Program through the National Research Foundation of Korea (NRF) funded
by the Ministry of Education (NRF-2021R1I1A4A01049121). This work was supported
by the Institute of Information & communications Technology Planning & Evaluation
(IITP) grant funded by the Korean government (MSIT) (No. 2020-0-01336: Artificial
Intelligence Graduate School Program - UNIST, No. 2021-0-02068, Artificial Intelligence
Innovation Hub).

 

3887



Recommendation in Offline Stores: A Gamification Approach for Learning
the Spatiotemporal Representation of Indoor Shopping KDD ’22, August 14–18, 2022, Washington, DC, USA

Figure 5: Recommendation control and policy convergence through online learning

Online learningOffline learning

Online learningOnline learning

Figure 6: Shopping trajectories per 𝜆: The yellow and blue stars represent the location of items that are planned to purchase
and recommended items that are accepted, respectively. The black dot shows the customers’ movement during their shopping.
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